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I have served as Chairman of this Japanese Civilization Institute ever since it was founded. The Chairman should be here today giving the 
speech, but I will take her place. Today, we have Mr. Matsuo, leading AI researcher, giving a lecture to us all, which I am looking forward to 
very much. Mr. Matsuo has written numerous books, ranging from academic books to manga, which are all selling extremely well at our 
bookstore. Our theme today is “Will Artificial Intelligence (AI) Surpass Human Intelligence?” I personally am looking forward to discovering 
whether business management will definitely be better if artificial intelligence took place of CEOs. I think this is a good opportunity for us 
all, so if you have any questions, don’t hesitate to ask. I hope you enjoy the lecture to the very end. Thank you.

   When we think about artificial intelligence, which we are going to 
learn about today, and relate it to Japanese Civilization, what comes 
to my mind is Daisetz Suzuki who spread zen to the world in En-
glish. Artificial intelligence is said to surpass people’s intellectual, 
intelligence and whatever part our left-brain dominates. It’s nearing 
the realm of creativity too, including knowledge, logic and reason, 
and research is pursued every day in order to go beyond that and 
reach the area of sensitivity. A couple years ago, a book written by 
artificial intelligence was chosen as a candidate for the “Nikkei 
Hoshi Shinichi Award” (sponsored by the Nihon Keizai Shimbun) 
and brought controversy.
   Other words, there are possibilities for artificial intelligence to 
reach the standards of humans or even surpass humans in literature. 
Similarly, many music created by robots can be heard on the Inter-
net today. Artificial intelligence may surpass both our left-brain, 
which dominates logic, and our right-brain, which dominates cre-
ativity. And in the end, will there be an area in which artificial intel-
ligence cannot cover? While thinking about this, I came across the 
word “spirituality,” which Daisetz Suzuki mentioned.
   So, what exactly is spirituality? Daisetz Suzuki calls it something 
that lies in the middle of our spirit that cannot be completely em-
braced, and something that is related deeply to our religious con-
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“Spirituality” required in the era of Artificial Intelligence
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sciousness. He did not refer to a particular religion, but instead he 
cited it to be an absolute religious existence. Concerning this, he 
stated;

“When the spirit confronts material substances, and thereby suffers 
in shaking off bonds, if an opportunity to touch their own 
spirituality is provided, the suffering of conflict will naturally fade 
away.”

He said, spirituality will not come into existence unless humans go 
through suffering like any other humans do. Other words, babies will 
not know spirituality at all. In addition, Japan as a nation recognized 
spirituality for the first time, during the Kamakura Era (1185-1333) 
and amongst it was zen.
   People think of Daisetz Suzuki as a researcher in zen, but when 
you look at his life carefully, you can see that he spent his whole life 
researching spirituality, particularly “Japanese spirituality.” While 
artificial intelligence is nearing the realm of logic and creativity 
today, I think we should focus more on understanding humans. The 
more artificial intelligence becomes the heart of our lives, the more 
important civilization becomes. In addition, the soul, which exists 
in the realm of what Daisetz Suzuki calls spirituality—that lies 
somewhere deeper than knowledge or creativity—is put into 
question. I think if we listen to Professor Matsuo’s lecture while 
keeping this notion of “Japanese spirituality” in mind, it might give 
us a clue as to how we should face the future to come.

Masashi Takai
Board of Director of Japanese Civilization Institute, Chairman and President of Kinokuniya Company Ltd.
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Big innovation in 
deep learning

Matsuo: 2 years ago, computer AI 
AlphaGo, developed by Google 
DeepMind, beat Le Se-dol, a South 
Korean Go master with 9 dan. The 
following year it won over Chinese 
Go master Ke Joe, who also has 9 
dan, so there is practically no one 
who can beat the machine. AlphaGo 
learns the go players’ playing record 
and continues to compete itself 
while becoming stronger. Then fi-
nally, in December last year, Alp-
haZero was developed and this 
didn’t even need go data for learn-
ing. It became stronger by compet-
ing itself in areas not only in go, but 
also in chess and shogi. Meanwhile, 
elmo beat Ponanza at the World 
Computer Shogi Championships, 
but AlphaZero won over elmo in 
merely 2 hours, learning from 
scratch. These artificial intelligence 
devices  only need 2 hours  to 
accomplish what these masters build 
all their lives. The technology at the 
core of these artificial intelligence 

machines is called deep learning.
Today, artificial intelligence has 

become extremely popular, but in 
fact, artificial intelligence is in its 
third boom. Research on artificial 
intelligence started in 1956, so 62 
years have passed since it was first 
realized. Since then, people have 
been reciting the fantasy that “some-
day, artificial intelligence will surpass 
human intelligence.” However, tech-
nology never caught up and that 
fantasy turned into disappointment 
and dark years kept coming again 
and again. Amid the boom we have 
today, I think we need to know ex-
actly what artificial intelligence can 
do and cannot do. 

By the way, did you know that 
research on automotive driving goes 
back well over 10 years ago? Roughly 
speaking, the technology we have 
today is all the result of small im-
provements of what we accomplished 
years ago. Moreover, most of the 
things that we couldn’t do back then, 
we still can’t do today. Still, amongst 
all these technologies, the technology 
of deep learning has seen a great 
innovation.

So what exactly can be done with 
deep learning? It comes in 3 steps. 
The first thing it can do is to “recog-
nize.” Next, it can “learn move-
ments,” and lastly it can “understand 
language.” 

To begin with, let me go into 
detail about “recognition.” People 
can distinguish a cat, a dog, and a 
wolf instantly when shown a photo-
graph, right? But this is difficult for 
a computer to do. 

Therefore, we provide it with a 
definition for classification like, “if 
its eyes are round, it’s a cat.” Next, we 
give it a criterion for judgement like 
“if its eyes are long and thin and its 
ears are loopy it’s a dog, but if it’s got 
pricked ears, it’s a wolf.” Seemingly, 
one would think that they can 
acknowledge under these rules, but 
there are in fact multiple kinds of 
dogs in the world. For instance, 
Siberian Husky have pricked ears but 
they are not wolves. It’s in fact 
extremely difficult to define a dog 
and a wolf.

This notion of “looks like〜” is 
known as “feature amount.” So long 
as humans are defining these feature 

“Will Artificial Intelligence 
(AI) surpass human 

intelligence?”
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amounts, the accuracy of image rec-
ognition will not increase. Humans 
are unconsciously learning this 
notion of “looks like〜.” Computers 
too, need a system where they can 
learn “feature amount.”

This became possible with deep 
learning. The “Google Cat” is fa-
mous. The system they developed 
goes like this: you simply show the 
computer a huge number of pictures 
that you find on YouTube and it will 
learn what a cat looks like. 

The year 2012 was an epoch-
making year for image recognition. 
All over the world, computers tried 
recognizing images using the same 
set of data and they competed in the 
percentage of accurate answers they 
gained. Surprisingly, it turned out 
that the winning team of 2012, 
suddenly produced an error ratio of 
16%, which was 10 % lower than 
any previous record. This was 
possible due to the development of a 
system in which deep learning 
automatically learned “feature 
amounts” that were initially defined 
by humans. After this, the error 
ration of image recognition starts to 
drop fast. In 2013 it was 11 %, in 
2014 it was 6.7 % and now it’s 2.3 
%. If a human goes through the 
same task, the error ration is said to 
be 5.1 %. This means that in the 
field of image recognition, computers 
have already surpassed humans. This 

kind of revolution has happened in 
merely 5 years. 

Image recognition is done through 
various tasks, including detection of 
objects in the image and segmenta-
tion in which the domain of the ob-
ject is cut out. For example, an object 
detection program called YOLOv2 
can read individual objects in an im-
age as fast as 47 flames in 1 seconds. 
This program is shared around the 
world, and it can easily be found on 
the Internet.

From recognition to 
learning movement 
and understanding 
the meaning of 
words

Furthermore, if you combine this 
image recognition with robot tech-
nology, “learning movement” be-
comes possible. When humans con-
tinue doing the same movement, 
they reinforce the movement they are 
good at, which makes them better at 
it even more. This is called “rein-
forcement.” People are trying to de-
velop a system so that computers can 
do the same thing.  For example, 
various tasks such as combining 
bumps and dents of blocks, opening, 
and closing of lids, placing hangers 

onto poles of different heights are ac-
knowledged by the eye and adjusted. 
Then a dozen computers photograph 
the movement sequences with a 
camera, share that experience and 
self-learn at high speed. Robot and 
machine technology up until now 
couldn’t make adjustments to hold 
things of different shapes and sizes, 
because the accuracy of image recog-
nition was bad and it couldn’t see.  

Humans, on the other hand, learn 
to hold things at different spots in no 
time, after repeating the movement 
of holding and dropping things ever 
since they are a baby. Robots are now 
learning to do the same.

The fact that computers are 
finding it difficult to do things that 
children can do is known as Mora-
vec’s paradox. Research on computers 
making a medical diagnosis, playing 
chess and proving mathematical 
theorem has shown improvement to 
some extent, but things like image 
recognition that 3-year-olds can do 
are lagging behind. This is because 
humans can’t explain how they’re 
doing it themselves.

However, this situation changed 
with the third artificial intelligence 
boom. What’s so brilliant about 
artificial intelligence of recent years is 
not how advanced it has become, but 
how it has come to be able to do easy 
things that 3-years-olds can do. We 
need to think about how the world 
will change with this. First comes 
recognition, then movement and 
next comes “words.” This process is 
similar to what a child goes through; 
first, it becomes good at moving its 
body, then it starts touching various 
things and dropping them and then 
it starts to understand the concept. It 
is after this that they start to under-
stand the meaning of language.

By the fall of 2014, it was predict-
ed that artificial intelligence technol-
ogy will develop through the follow-
ing 6 steps; 1) increase in accuracy 
on image recognition 2) prediction 
of movement 3) learning of move-
ment that isn’t affected by environ-

Yutaka Matsuo
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mental changes 4)technology of 
movement while integrating smooth-
ly with the surrounding environment 
5) language understanding  6)con-
suming a wide range of knowledge. 
It will probably develop through 
these 6 steps and complete by rough-
ly 2030. When artificial intelligence 
achieves recognition of steps 1) and 
2), diagnosis of medical images, 
crime prevention, and surveillance 
will become possible. When learning 
of movement of stages 3) and 4) is 
achieved, automotive driving, watch-
ing over distribution and construc-
tion, automotive farming, nursing, 
cooking, and cleaning will become 
possible. Lastly, when AI reaches 
stages 5) and 6) and starts under-
standing the meaning of language, 
maybe translation and assistance in 
overall white-collar jobs will become 
possible. It’s actually proceeding like 
this. But what we couldn’t predict 
was that it’s proceeding 3 to 5 times 

faster than expected.
At the current stage, computers 

are starting to understand the mean-
ing of language. One is called image 
captioning, a technology to create a 
sentence after looking at an image. 
For example, when it takes in a pic-
ture of a man playing the guitar, it 
will display the sentence, “man in the 
black shirt is playing guitar.” It is 
starting to learn to do vice versa too. 
When you put the sentence, “A very 
large commercial plane flying in blue 
skies,” you get an image of a large 
plane flying against a blue sky.

Here, the computer is not search-
ing for an image. It is instead creat-
ing an image based on the sentence it 
receives. We unconsciously create im-
ages in our head when we hear 
something. Artificial intelligence is 
doing exactly the same. From 2 years 
ago, Google translation has switched 
to deep learning and has increased its 
accuracy. For example, translation 

from English to Spanish and French 
to English stands pretty comparable 
to what humans translate. But trans-
lation from English to Chinese or 
Japanese is difficult for even humans 
to do, due to its difference in lan-
guage structure, so there is still a dif-
ference in the quality of translation 
done by humans and computers. But 
even so, it’s nearing that of humans. 

Having said that, no matter how 
much computer increases its accura-
cy, it will never take place of the sub-
title translator Natsuko Toda. Hu-
mans translate while taking into 
consideration people’s feelings and its 
delicate changes as well as the 
cultural background.

Similarly, in the future, it will 
probably be difficult for automatic 
machines to create novels and haiku 
that moves our emotions. Novels and 
haiku are living expressions that 
express our emotions and instincts. 
Perhaps we can compare the relation-
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ship of humans and artificial intelli-
gence to that of birds and flying. Hu-
mans can understand the principle 
engineering of flying and create 
planes, but planes do not chirp in the 
morning. Similarly, artificial intelli-
gence does not have vivid emotions 
and conflicts. Artificial intelligence is 
the result of humans trying to solve 
human intelligence with engineering.

Evolution 
of artificial 
intelligence, with 
the “discovering of 
vision”

There is a book by Andrew Parker 
titled “In the Blink of an Eye” that 
explains the Cambrian Explosion. 
The Cambrian Period is said to be a 
period in which all existing species 
came to present during the merely 10 
million years in the long 4.6 billion 
years history of the earth. There are 
many theories as to why the Cambri-
an Period happened, but Parker 
stresses that it was because vision 
evolved, calling it the “Light Switch 
Theory.” Until then, living things 
didn’t have eyes, so they moved slow-
ly using their sense of smell and 
touch, and ate when they bumped 
into something and ran away when 
something bumped into them. But 
then a trilobite with acute eyes 
appears for the first time. It obviously 
had advantages so it increased its 
number enormously. Soon, those 
that ran away started to grow eyes 
and began swimming fast or acquire 
mimicking abilities so it wouldn’t get 
caught. By having eyes, strategies for 
surviving became diverse and with it, 
species became diverse too. 

I think the same thing will happen 
in the world of robots. By discover-
ing vision, tasks that can be accom-
plished and varieties in machines will 
increase enormously.  Camera’s image 
sensors are equivalent to the crea-

ture’s retina. We see by processing 
signals, which we received from the 
retina, at the brain’s visual area. This 
visual area is equivalent to deep 
learning. Our civilization up until 
now has been a history of how we 
should use machines that lack eyes. 
Products produced at factories 
needed to be the same in shape and 
material. Factory’s pipeline too is sys-
tematized by machines with no eyes. 
Today, the area that isn’t automated 
are the areas that machines with no 
eyes find it hard to handle. The 
prominent example of this would be 
farming, construction and various 
food processing industries. 

Humans are the ones controlling 
tractors and combine harvesters. 
Robots can be used for say rice and 
potato harvest, which you can 
harvest in chunks, but for harvesting 
vegetables and fruits like tangerines, 
apples, tomatoes and cucumbers, the 
human eye is essential. In fact, the 
human eye is necessary for almost ev-
ery process of farming. That’s why 
there is a shortage of hands in farm-
ing. Similarly, construction sites need 
the human eye too for labor like set-
ting up reinforcing steel, welding and 
casting concrete. Food processing too 
has to have eyes or they wouldn’t be 
able to cut the ingredients, place 
them on the frying pan and turn 
them over when they are cooked. 

But with the technology of vision, 

there are possibilities that farming, 
construction sites, and food indus-
tries to become automatic. This will 
stir a huge impact. If it were farming, 
tomato harvest would be relatively 
suitable for becoming automotive 
with reasonable cost. If it were 
construction sites, welding is menial 
labor that lacks a working hand, so I 
think it might be feasible. Cooking 
requires extremely complex routines 
so it might be a difficult area for au-
tomation, but I think we can start by 
putting the dishes in the dishwasher. 
Like these examples, we can start au-
tomating things where we can, and 
gradually develop it from there.

In fact, Japan is strong when it 
comes to machines for farming, 
construction and food processing, 
and boasts a huge share in the world. 
I think Japanese companies can excel 
in developing automotive machines 
by combining hardware and deep 
learning. Japan has been economical-
ly suffering these 20 years, being un-
able to start a big business in the In-
ternet field. However, I think it can 
do wel l  against  the world,  in 
developing automatic machines with 
visual capabilities.  During the first 
industrial revolution, the steam 
engine was invented, replacing what 
used to be done by human muscles 
or farm animals. Similarly, if eyes are 
added to machines, “recognition” 
will be taken away from humans and 

Naoki Inose
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be relocated where society needs it.
In reality, the medical field is one 

step ahead in diagnosis using X-ray, 
CT,  MRI ,  de rmato logy,  and 
endoscope. Automotive machines 
that surpass overall doctors, have 
already been developed. Just last 
month, The Food and Drug Admin-
istration (FDA) of the U.S. govern-
ment authorized fundus testing 
equipment that uses deep learning. 
Recently, artificial intelligence not 
only supports doctor’s jobs, but also 
are close to replacing doctors alto-
gether.

The field that’s progressing next is 
facial recognition. We all know that 
iPhone X has incorporated it, as well 
as China’s Tencent Inc. for supervis-
ing their employees’ entry and exit. 
There are over 100 million cameras 
across China, so deep learning is 
spreading fast in that country. There 
will no longer be the need for people 
to monitor rooms for surveillance. 

Moreover, it will only take 10 sec-
onds to check which camera the per-
son you want to find showed his or 
herself last. China wants to watch 
over its people so there is a great 
match here. There is a great concern 
as to how this kind of trend will 
evolve in the future. Also, the vision 
of artificial intelligence can be used 
for looking over patients 24 hours 
straight, at nursing homes and hospi-
tals.

Moreover, presently, there are 
cleaning robots but there are no tidy-
ing robots. This is because tidying is 
an act of recognizing an object and 
placing it back to where it used to be. 
But with the technology we have 
today, there is a good chance that 
this tidying robot will become a 
product in the near future. If tidying 
robots become common, you can 
leave your home in the morning and 
come back at night with everything 
back in place, like a hotel. Our living 

environment will no doubt improve 
enormously.

Deep learning 
equals to the least-
squares method

So let me explain to you in detail 
about the structure of deep learning. 
In one word, deep leaning is “least-
squares method that uses the deep 
function.” Least-squares method is a 
method used for statistics. For exam-
ple, if you draw a scatter diagram 
with Excel, and add an approxima-
tion straight line, you have a line. 
The algorithm used to draw this line 
is a least-squares method. 

For instance, say you drew a scat-
ter diagram of a store, stating the re-
lationship between the temperature 
and how many drinks you sell on 
that day. You draw a line by adding 
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an approximation straight line and 
you get the equation, <y’=a+by>. 
This y’ expresses estimated value and 
the error is calculated by measuring 
how much gap there is compared to 
the actual value and how much each 
point is apart from this line. There 
are errors going in the plus direction 
and minus direction, so you square 
the error and add it up. All points of 
the square sum are more or less out 
of line, so when you decide on the 
value of a and b so it becomes mini-
mum, you are able to find a line that 
rides on top of the points.

We just created a formula using 
the amount raised on beverages 
against one variable stating tempera-
ture, but let’s make it two variables of 
temperature and humidity. Then, it 
becomes three dimensional and the 
line becomes a surface. But even so, 
the process is the same: you find out 
how much y’ is apart from the actual 
value with the equation <y′=a+bX1 
+cX2> that uses two variables, X1 
and X2. You then square the error 
and add it up and figure out the 
value of a, b and c so that the square 
sum becomes minimum. I just 
converted one variable to two 
variables, but the method is the same 
even if it’s 10,000 variables. 

One wouldn’t regularly come 
across a case that requires 10,000 
variables but it’s needed for people 
who want to find out if a cat is in an 
image of 100×100. Other words, in 
deep learning, you need to find a 
function that returns 1 for a cat and 
0 if it wasn’t a cat against 10,000 
number of variables. Again, what you 
do is the same: you create the 
equation <y′=K0+K1X1+K2X2+ 
.........+K10000X10000> using 
10,000 var iab le s  f rom X1 to 
X10000, take the square sum of the 
error compared to the actual value 
and decide on the value from K0 to 
K10000 that makes it minimum. 
Image recognition of a cat is acquired 
like this with minimum square sum.

Deep leaning is close to multiple 
regression analysis and multivariate 

analysis of economics and marketing. 
However, about 30 to 40 variables 
are used for multiple regression 
analysis and multivariate analysis at 
the most, but deep learning requires 
tens of thousands of variables to 
hundreds of millions of variables. 
You need tons of data and in order to 
estimate the parameters, you need a 
huge amount of power from calcula-
tors. Other words, deep learning is 
like a monster with the minimum 
square sum. Moreover, I have some-
what simplified the explanation up 
until now, so there are parts where 
it’s a little different from reality. 
Equations used for deep learning is a 
deep equation, not a linear equation. 
Rather than defying functions direct-
ly, you defy a different, intermediate 
function of f1 or f2......f100 out of 
variables X1 or X10000,  and use this 
function to create a cat function. The 
equation would be <f cat(X) =K0+ 
K1X1+K2X2+ ......K10000X10000> 
and the more you increase the num-
ber of functions, the more 2 layers, 3 
layers, 4 layers, 5 layers—layers will 
increase. But what you do, again is 
the same: you will be able to find the 
parameter that deeply defies the cat 
function through minimum square 
sum.  No matter how much you defy 
intermediate function to a linear 
equation, it remains linear, but if you 
add a non-linear element to this, it 
tries to imitate the function of neu-
ron—a nerve cell that ignites when 
stimulation exceeds to a certain de-
gree. It creates a sigmoid function 
(σ) in which 1 is selected when the 
value of X is a plus and 0 is selected 
when the value of X is a minus. By 
placing (σ) before the head of each 
function, you get <f1 (X) = σ (K01 
+ K11X1 + K21X2 + .......... + 
K100000, 1X100000)>. Non-
linearity of each intermediate 
function becomes strong and the 
overall cat function turns into a non-
linear function. But at the bottom of 
this parameter too, we’re again using 
minimum square sum.The reason we 
deepen function is that the world we 

live in is hierarchical, so we need 
functions that are hierarchical too. 
Also, when we think about space that 
is structured by different kinds of im-
ages, the area occupied by a “cat” is a 
subspace, but that space is twisted 
and bent, forming a complex shape. 
In order to cut off such a shape, we 
need to build a function that is high 
in the power of expression. Normal-
ly, to increase the power of expres-
sion, we need a huge number of pa-
rameters, but in this case, we need a 
lot of data. When we think of a way 
to keep the number of parameters 
low, while heightening the power of 
expression, the most effective way is 
to build layers of simple functions.

Building functions with deep 
layers and predicting data out of 
parameters, is something researchers 
have been trying to do from decades 
ago, but with little success. The 
reason they couldn’t do it was be-
cause they lacked power and data. 
Today, that problem has been an-
swered and minimum square sums 
with massive parameters—like a 
monster, can be solved. 

From attractive 
Sigmoid function to 
realistic ReLU

Today, people have started shifting 
from a Sigmoid function to an acti-
vation function called ReLU (Recti-
fied Linear Unit). The equation of 
ReLU is expressed as <max (0, x)> 
and it changes to 0 when in the area 
of a minus and to X when in the area 
of a plus. The reason why ReLU is 
better than a Sigmoid function is 
that with Sigmoid function, the 
more input value X becomes bigger, 
the more output value Y nears 1, and 
sticks to it and stops moving. It tries 
to differentiate and search for an op-
timal value but most differentiation 
end up to be 0, so it can’t get close to 
an optimal solution. However, the 
value of ReLU is X, so a constant 
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term always remains when it is differ-
entiated, so it ends up in an optimal 
solution. 

They started using ReLU around 
2012. Ever since researchers started 
studying artificial intelligence neural 
networks decades ago, they were 
using the mostly Sigmoid function, 
because its equation <σ(X) = 1/(1 + 
e)> was attractive. Compared to this, 
the equation of ReLU; <max (0, x) > 
was not. At the time, deep learning 
was unrealistic, so if they can’t make 
anything out of it, they thought they 
might as well use the one that was 
theoretically beautiful. 

Lastly, let me just refer to you an-
other method called Batch Normal-
ization. When you optimize deep 
function with a neural network, 
there is a method called error back 
propagation, in which you return 
errors due to how much you made 
mistakes. Up until now, the ratio of 
change was converged to 0 or re-
leased endlessly, and thereby deep 
function was said to be hard to opti-
mize. But with Batch Normalization, 
they can adjust each value’s output to 
an average of 0 and dispersal of 1. 
Other words, they decided to create 
a deviation rate out of the value out-
put of each neuron. It’s very simple, 
but this made it work. Differentia-
tion was no longer converged to 0 or 
released endlessly, and each neuron 
released some kind of deviation 
rate—a fixed value. As a result, the 
quality of optimization improved 
immensely.

This was suggested in 2015. They 
were doing research on this for 
decades, but nobody attempted to 
normalize it. People involved in 
statistics go through these kinds of 
procedures quite naturally. Everyone 
thought it wasn’t possible, so it 
lagged behind for decades, but once 
that barrier was taken away, it 
evolved at a high speed, resulting in 
the rise of accuracy we have today. 

Is deep learning, a 
technology suitable 
for the Japanese 
people?

In short, deep learning is a “least-
shares method” in which you can 
predict the value of Y if you enter the 
value of X. By using 10,000 to 100 
million variables, and creating a 
deep, non-linear equation by piling 
up simple intermediate value, it 
imitates the process of neuron and 
makes deep learning possible. 

At any rate, it’s least-shares meth-
od, so it’s all about thinking what to 
put in X and Y. If you put an image 
in X and a class, a cat or a dog in Y, 
image recognition becomes possible. 
Similarly, if you set it up so that it 
outputs an image in X and a class 
and bounding box (a rectangular 
grid-line that surrounds the image) 
in Y, you get an algorithm of object 
detection and if you put English sen-
tences in X and Japanese sentences in 
Y, you are provided with a transla-
tion. If you think of ways to connect 
that with neural network, it can ba-
sically learn anything. The basic 
principle is simple. 

I think the fact that the basic 
principle of deep learning is simple 
and that it requires numerous small 
tuning, makes designing deep 
learning a suitable job for Japanese 
people to tackle. The more they 
revise small circuits, the more tuning 
of parameters is done in detail and 
the more data is collected, the more 
accuracy is increased. Other words, 
the more effort you put in, the more 
results you get. Moreover, you can 
gain huge merit in the way you 
combine the design of deep learning 
and hardware. That’s also something 
the Japanese people are good at 
doing. 

However, Japan is way behind 
when it comes to technology in deep 
learning. When you look at 1500 

academic essays related to deep 
learning and see how many times 
they have been quoted, the most 
quoted essay has been quoted 17000 
times. It’s a legendary essay of 2012 
about image recognition written by 
professor Geoffrey Hinton and 
others. 

Moreover, if  you rank these 
researchers on the number of times 
they have been quoted, the top few 
are occupied by leaders of the deep 
learning field such as Hinton, Yoshua 
Bengio, and Yan LeCun. These are 
all exceptional people who continued 
to research during the dark years and 
succeeded in breaking the barriers. 
But apart from these people, these 
deep learning researchers are all in 
the late twenties or early thirties. 
Also, most of these essays were 
written after 2012. When you look 
at academic essays of other areas and 
line them up in order of how many 
times they have been quoted, you 
realize there are very few young 
people in the higher ranks. This just 
shows you how much deep learning 
is new in the field, something com-
pletely different from conventional 
technology. Unfortunately, there are 
no Japanese people in these ranks. 
The highest would be the 400th 
place. Regrettably, in Japan, coun-
tries, and companies invest in artifi-
cial intelligence, which comes before 
deep learning. And this competition 
is won by how much you can gain 
good personnel. Excellent personnel 
who are brilliant at deep learning are 
mostly young people. People ranking 
in the top 300 of the list I mentioned 
earlier, receive a starting salary of 
over 50 million yen a year. One more 
0 is added to those who rank in the 
top 30. There are people who receive 
a couple billion yen a year, similar to 
that of a top soccer athlete. There are 
over 100 brilliant brains such as these 
in Deep Mind. When it comes to 
Google and Facebook, there are a 
couple hundred. Similarly, compa-
nies like China’s Alibaba and Tencent 
are gathering talent fast. Meanwhile, 
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Japan is not joining the competition 
at all. 

To begin with, the problem with 
Japan is that it’s old. It can’t keep up 
with the fast pace of deep learning, 
which keeps evolving. Of course, 
there are young Japanese people who 
are enthusiastically tackling deep 
learning, just like when the Internet 
appeared. But the older generation, 
who have the authority to manage 
personnel and operate the company, 
needs to understand its value, or else 
they will keep investing in fields of 
the past. 

The second problem is that it’s 
slow. There are big chances for 
manufacturing industries, but most 
Japanese corporations are bad at 
decision making. They cannot make 
decisions so they spread their targets 
out to everything sparingly. I call this 
phenomenon; “passive sparing in 
every area.” Even though there are 
departments of big corporations that 
deal in artificial intelligence, they are 
just there. They don’t operate at all. 

The third problem, which is the 
most critical, is that they don’t invest 
in people. Even though the govern-
ment creates a budget for this area, 
what they choose to do in the end is 
buy a supercomputer with it. This is 
because, with the current Japanese 
system of personnel, they can’t afford 
to pay tens of millions of yen to a 
young employee.

From 2015, I have a research 
group at University of Tokyo where I 
teach, that specializes in deep 
learning. 70 people gathered in the 
first year, but the number is growing. 
190 students joined in the second 
year, while 360 students joined in the 
third. The year 2015 is the same year 
that top universities of the world 
started teaching deep learning, so I 
have confidence that we’re no way 
behind. If you acquire the skills, 
chances will emerge and several peo-
ple can launch startup companies. 2 
companies have been listed from 
Matsuo Research Group so far.

Building structure 
of the industry and 
cultivating human 
resources 

What we’re dealing in is extremely 
innovative technology, so I figured 
we need to build an industry 
structure. That’s why I launched the 
Japan Deep Learning Association in 
June last year. One of its aims is to 
increase engineers who can handle 
deep learning. We can only produce 
a few from Matsuo Research Group, 
so I wanted to provide an intensive 
learning opportunity to people from 
other universities too, together with 
people who are in the business of 
various fields, people who are work-
ing and students.

I also prepared a certificate exam 
because artificial intelligence is a field 
in which it’s hard to tell a fake from 
real. One is an engineering certificate 
(E Certificate), given out to those 
who have a certain level of skills for 
deep learning. The other is G Certif-
icate, which examines how much the 
person understands the basics of 
deep learning, and how that person 
can use it in business.

One of the reasons why the 
Japanese IT industry failed to keep 
up in world competition, is because 
deep learning literacy of the person 
who orders and the users, including 
the country, the local government, 
medical and financial institutions, 
were very low. Therefore, the price is 
still paid according to workload. If 
this were a restaurant, it’s the same as 
saying; “This dish is 10,000 yen, so 
it’s delicious.” Normally, customers 
try and find delicious restaurants that 
are also cheap, and this ultimately 
increases competition and raises the 
quality of the industry.

If we want to change the industry 
with deep learning, we need to 
increase the level of those who order. 
This is why I created G Certificate. I 

hope it will be used by presidents of 
companies who are thinking of 
business using artificial intelligence, 
people who are starting a new 
business, people in human resources 
and people who are engaged in 
marketing. It’s a certificate, which 
you can acquire in 1 to 2 weeks of 
studying. If you gain it, you will 
understand what you should value 
when you talk to IT vendors. The 
first G Certificate took place in De-
cember last year, and half of approx-
imately 1500 people who took the 
exam passed. We intend to hold it 3 
times a year. 

I think ‘monozukuri’ (making 
things) using deep learning is a big 
chance for Japan. There are high 
possibilities that the technology of 
the “eye” will solve the issue of lack 
of labor brought upon by the 
decreasing birth rate and aging 
population. But if we continue at 
this speed, the U.S. and China will 
win the competition, and there will 
be no place for Japan. If we want to 
catch up from here, we need to 
seriously think about how we’re 
going to invest in deep learning and 
how we’re going to do everything 
with more speed.

Creating a 
Comprehensive 
Deep Learning 
Research 
Institution in Japan

Inose: So, you’re saying heightening 
the technology of deep learning is 
suitable for the Japanese people. But 
the Japanese system of promotion by 
seniority, lifetime employment 
results in people in their 50s and 60s 
making decisions. Almost every 
engineer in the world who are 
leading the field of deep learning are 
in their 20s and 30s, but Japanese 
companies can’t pay young people 
tens of millions of yen for their start-
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ing salary, because if they do so, their 
employment system will collapse. 
The only way they can survive is to 
create their own company, or maybe 
companies can form a separate com-
pany.

Matsuo: Yes, there are many compa-
nies that are forming separate com-
panies. But I think it’s best if they 
change the existing human resource 
system altogether, if they can. Com-
panies are all in need of people who 
can handle deep learning. But their 
salaries are kept low. There are no 
changes there. If they don’t change 
the basis of how they think, nothing 
will evolve. I’m sure that once they 
set an appropriate salary, people will 
come flooding in.

Inose: You’re saying it’s an area that 
is suitable for the Japanese people, 
but the system in which it is devel-
oped, and the old way Japanese 

companies are managed is resulting 
in Japan to get left behind from Sili-
con Valley and China’s Shenzhen. 
Although, I think Matsuo Research 
Group is standing up like a Silicon 
Valley on its own (laugh). In that 
kind of situation, it’s meaningful 
that G Certificate was established 
and acknowledged by society. By the 
way, is the Ministry of Economy, 
Trade, and Industry of any help?

Matsuo: They do offer support... 
The truth is, I think qualification 
systems such as these should be es-
tablished by the government. I wish 
they could quickly start expanding 
education too.  There are no chances 
for Japan to win in the academic re-
search world of deep learning, but 
that doesn’t matter. Why? Because 
Japanese automotive and electronic 
companies never really invented the 
engine or the transistor. Instead, 
they added originality to what was 

invented overseas and opened a new 
market. We should do the same with 
deep learning too.

Inose: How many researchers are 
there in Matsuo Research Group?

Matsuo: Officially there are less 
than 30 people. But there are 60 to 
70 people involved in the project. 
We need to spread our knowledge 
not only inside our group, but also 
to other universities and people 
living in local areas. So, we have 
taken multiple approaches like 
opening online courses. We hope we 
can have people from technical 
college tackle deep learning too.

Inose: The faster you acquire the 
skills the better, right?  

Matsuo: Yes, that’s right. There are 
graduates of a technical college in 
Matsuo Research Group too, but 
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they move their hands than com-
plain. In addition, there are many 
good hardware companies in local 
areas that are in need of people with 
deep learning skills. I think we could 
raise personnel in local technical 
colleges and have them contribute to 
these local companies.

Also, times are changing drastical-
ly, so I recommend that people in 
their 40s and 50s start studying fast. 
I’m quite sure they’ll profit if they 
do.

Inose: I wrote the book “Defeated 
in War in the Summer of 1941,” but 
Japan seems to be not at all different 
from those times, which is sad.

Matsuo: I think we need a to create 

something like a Comprehensive 
Deep Learning Research Institution, 
where we can objectively analyze the 
situation of artificial intelligence in 
Japan and examine where we’re los-
ing and where we have a chance to 
win.

Inose: Yes, we surely need a Com-
prehensive Deep Learning Research 
Institution in order to excel. The na-
tion as a whole, should strategically 
tackle this issue.

(Reprinted from “Shukan Dokushojin,” 
10th August 2018 Issue, No. 3251 
& WEB Dokushojin)

Translation: Ayako Karino
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Making full use of the fi ve senses
—What is traditional Japanese scent and sound?

As human beings, the last stronghold against artificial intelligence would probably be our 5 senses. However, in the modern world, 
we have come to lose our 5 senses. Our life used to be filled with scent and sound.
Kodo (traditional incense-smelling ceremony) which Shino Soshin first established in the Muromachi Era (1336-1573) in Kyoto 
has passed down its tradition, without breaking off once. On this occasion, we will have Hachiya Souhitsu, young Soshu who 
carries on the tradition of Shino School of Kodo, lecture us on Kodo with actual demonstrations.
They say, incense is something that you listen to. How did the Gion Shoja bells of “The Tale of the Heiko” sound like? Crystal ball 
player Ms. Asami Ishizuka will give a performance, while we immerse ourselves in ancient sounds and monko (listening to the 
incense).

▶ Panel discussion:

Japanese Civilization Institute  2018 13th Symposium

Naoki Inose
Author, director of the Japanese 

Civilization Institute

Hachiya Ittshiken Souhitsu
21st successor and 

head of Shino School of Kodo

Asami Ishizuka, Crystalist Asami
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Japan Foundation and 
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Traditional Crafts
Online Site

Worldwide：https://shops.japancivilization.org
Japanese：http://japancivil.shop9.makeshop.jp

Messages from Director

Japanese Civilization Institute has been introducing and selling traditional crafts of Japan. 
Although it is said that there is approximately 1,200 types of traditional crafts in Japan, its 
production is declining. As part of our activities, we hope to discover valuable traditional crafts 
spread across the nation, enjoy Japanese craftsmanship and its beauty inherited over the 
centuries, and develop it with you.

Tsumami Kanzashi
(Crepe)

Folding Screen
(half size)

Folding Screen
(full size)

KYO-YAKI
Earthenware

Japanese Bamboo
Basket Tokyotrad

Odoshi -
Samurai Armor

Contact：Japanese Civilization Institute 24-5 Sakuragaoka-cho, Shibuya-ku, Tokyo 150-0031 Phone : 03-5456-8082  Mail : info@japancivilization.org

 Date:  28th August (Tuesday), 2018, 7 p.m.-9 p.m. (doors 
scheduled to open at 6:30 p.m.)

 Venue:  Japan University of Economics, Tokyo Shibuya Campus 
Hall (the hall seats approximately 100 people)

 Address:   25-17, Sakuragaoka-cho, Shibuya-ku, Tokyo, 151-0031

 Admission:  2,000 yen (please pay at the door on the day)
 How to attend:  apply through the site below:

http://www.japancivilization.org/
 Contact:  Japanese Civilization Institute  

03-5456-8082


